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Abstract

In this paper, we attempt an analysis of Grecia Salentin@ak3i{®@SG) clitics within the Dynamic Syntax (DS) framework
(Kemspon et al., 2001; Cann et al., 2005). We argue that teefia parsing oriented framework can provide us with an
account of a number of puzzling phenomena regarding GS{8schind clitics in general. In specific, we will argue that
the proclisis - enclisis alternation is the result of twdeliént parsing triggers being available in the lexical iestfor GSG
clitics. The parsing triggers posited will be argued to kedhitcome of a routinization process in the sense of Picgeni
Garrod (2004), with the pragmatics atrophying over timenhimisuch a process (Bouzouita, 2008a). We furthermore siscu
sequences of clitics, and argue that striet-Acc ordering can be accounted by assuming an analysis whewe détics as
well as 1st/2nd person accusative clitics compete for teeffiked node in the tree, while 3rd person accusative cliicthe
other hand do not. These assumptions will straightforwaadtount for stricDAT - Acc ordering. Finally the Person Case
Constraint (PCC) is taken to derive from the same orderimcipies that give rise to dat-acc ordering by further gogit
that 1st/2nd person accusative like dative clitics comfaatthe first position in the tree structure.
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1. Introduction

Grecia Salentina Greek (GSG) is a term we are going to usésipdper to refer to one of the main varieties of the Greek
dialect Grico. This variety is spoken in a number of villagesund the area of Lecce in Italy. This area is usually called
Grecia Salentina so we will refer to this variety as Grecie@®na Greek. We do that in order to avoid data inconsisésnc
with the other main variety, namely Calabrian Gredkven though these two varieties seem to agree to most {ali®)res
regarding clitic positioning, there is a possibility thahl@brian Greek is different with respect to a number of fiestu
regarding the PCE In that respect, and since we do not want to overgeneralizayill base our paper on the analysis of
the clitic system of the variety spoken in the Grecia Satentegion. The data will be drawn from a small fieldwork visit
undertaken in July 2007 in 3 of the Greek speaking villagehénarea of Grecia Salentina, namely Kalimera, Martignano
and Sternatia. Additional data sources will be cited whesdus

The paper is structured as follows: In section 2, the distidmal properties of GSG clitiésare presented. In section 3,
we briefly discuss the existing analysis on GSG. Before weg®d to the actual DS analysis, we firstly present the retevan
framework (section 4). Lastly, in sections 5 to 8 we presemtamcount of GSG clitics using the Dynamic Syntax grammar
formalism.

Email addresskaf our out sos@ot nai | . com(Stergios Chatzikyriakidis)
1See Katsoyannou (1995) for a description of this variety.
2There is also the possibility that Calabrian Greek is diffewith respect to restructuring verb climbing, since itaBean Greek the use of the infinitive
is more widespread than in GSG. In that respect, it wouldaintpplausible to expect restructuring verb climbing to beergeneralized in this variety.
31t should be noted that an array of terms are used in this gapeheoretically in order to make communication with thaders easier and do not involve
any framework dependent assumptions. In that respect, Weseithe termsclitic, clitic climbing, in situ, restructuring, pro - drp” in a pre-theoretical
sense, i.e. without necessarily accepting the standamingm®ns that have given rise to these terms in the first place

Preprint submitted to Lingua March 13, 2009



2. Thedata

The clitic system of GSG resembles to a high degree the syst&tandard Modern Greek (SMG). Clitics immediately
precede the verb except in cases where an imperative verbsemt. In the latter case the clitic is encliticized to teew

(1) Ton gapa.
himg_gcc loves
'He/She/lt loves him.’

(2) *Gapa ton.
loves himg_qce
'He/She/lt loves him.’

(3) Tin kopanitzo.
hen:lfacc hit
I hit her.’

(4) *Kopanitzo tin.
hit hen:lfacc
I hit her.’

(5) Grafe to.

Write]mp itclfacc

"Write it.
(6) *To grafe.

itei—ace WIit€rmp

"Write it.

In a sequence of two clitics the order must obligatorilydag-Acc 4. The latter restriction holds for imperatives as well

(unlike SMG):

(7) Tu to doka.
himhimfdat itclfacc gave
'| gave it to him.’

(8) *To tu doka.
itclfacc himhimfdat gave
'l gave it to him.’

(9) Tis to ipa.

hen:lfdat itcl—acc said
| said that to her.’

(10) *To tis ipa.
itcl—acc hercl—dat said
| said that to her.’

(11) Do mu to.
give]mp ME—dat itcl—acc
'Give it to me.’

4In GSG the dative function is morphologically realized asitige. In this paper, we will consistently use the term idatinstead of 'genitive’ in order
to make communication with the readers easier.



(12) *Do to mu.
givelmp itclfacc ME:—dat |t

'Give it to me.’

(13) Pe mu to.
Sayfmp ME&—dat itcl—acc
'Say it to me.’

(14) *Pe to mu.
Sayfmp itcl—acc M&;—dat
'Say it to me.’

Nothing can intervene between the clitic and the verb. Ingaerce of two clitics, the clitics must be adjacent:

(15) *Ton arte kopanitzo.
himg;_qcc Now hit

'Now | hit him.

(16) *Tu ivo to doka.
himclfdat I itclfacc gave
'| gave it to him.’

One rather idiosyncratic phenomenon of GSG is the existehobligatory climbing with the modal versotzo’can’.
It is crucial to note that the complement of the latter verbstrhe an infinitive, whereas the general verbal complementa-
tion strategy for all the other so-called restructuringrbs in GSG involves the use of finite verbal forms precedethe
subjunctive markena®.

(17) To sotzume avorasi.
itcl—acc can buylnf
'We can buy it/

(18) *Sotzumeto avorasi.
can itcl—acc buylnf
'We can buy it.’

(19) *Sotzume avorasi to.
can buyrns itei—ace
'We can buy it.’

Climbing with other verbs that do involve climbing in a numbé&languages (ltalian, Spanish) is not possible in GSG:

(20) Telume no(na-to) avorasume.
want  SUBJ-ity—acc DUYIst—pi

'We want to buy it

(21) *To telume na avorasume.
itei—ace Want  SUBJ buyig—p

'We want to buy it

The Person Case Constraint, widely spread across a numHdédfesént languages (ltalian, Spanish, Georgian, Kiowa,
Basque to name a few), is also relevant for GSG. In GSG norisgigrson accusative clitic can co-occur with a dativeccliti

SRestructuring verbs include modal, aspectual and motidnsve
6We won't discuss Climbing in this paper. See Chatzikyriakidn preparation) for an analysis of obligatory climbimyGSG.



(22) *Su me doke.
youclfdat ME;—ace gave
'He gave me to you.’

(23) *Tu me doke.
himcl—dat ME&;—_qcc Qave

'He gave me to him.’

(24) *Dizze tis me.
ShOVme herclfdat Me&i—acc
'Show me to her!

GSG, likeSMGand unlike Italian, is a clitic doubling language. In thagpect both Clitic Left Dislocation (CLLD) and
Clitic Doubling are grammaticél

(25) To Giorgio  ton tsero.
the,.. George.. himg_,.. know

'I know George.’

(26) Ta tsero ta pramata.
them,_q.c know the,.. things..

"I know how things are.’

3. Previousanalyses

The only analysis we know regarding GSG clitics is Condoravd Kiparksy (2002). This analysis however is a gen-
eral analysis for all Modern Greek (MG) dialects, and in tfespect no dialect is analyzed in depth. But let us see what
Condoravdi and Kiparksy (2002) actually propose.

3.1. Condoravdi and Kiparsky
Condoravdi and Kiparksy (2002) propose a tripartite cfasdion of clitic systems for all MG dialects based on théusta
that clitics are assumed to have in each dialect:
27) e Type A dialects: X** clitics, syntactically adjoined to a maximal projectiorafipadocian Greek - CAG).
e Type B dialects: X clitics, syntactically adjoined to a lexical head (Pontie€k - PG ).
e Type C dialects: Lexical clitics, affixed words (SMG, GSG).
According to the above classification, GSG clitics like SMi#ias fall under category C. Clitics in that category aswsd by
Condoravdi and Kiparsky (2002), are lexical affixes, wood-word affixes to be more specific. The same phrase structure i

assumed to underlie all three categories. Type C clitidsgo@ord to word affixes attach lexically to the left of a finiterb,
with subsequent head movement of the verb plus the clitiog &s shown below:

"We won't discuss any of these phenomena in this paper. ForanBigsis of CLLD and Clitic Doubling in SMG see Cann et al.q2)) Chatzikyriakidis
(2006) and Gregoromichelaki (Forthcoming).



(28) CP

Spec C
Spec >P
\
Spec DY
/\
Yo  TNSP

Condoravdi and Kiparksy (2002) adduce evidence that sléie in fact agreement affixes in type C dialects by comparing
them to subject agreement affixes. The latter are presepirfihite verbal forms, a fact also true of clitics as Condalia
and Kiparksy (2002) argue. The exact reasoning is thatslitd not combine lexically with non - finite forms. Howevdéist
is not true since clitics are possible with non - finite verfioains, namely imperatives and gerunds or only gerunds d@aagum
that imperatives are finite. No matter what assumptions wieenadth respect to imperatives, such an analysis will give us
the wrong results. Assuming imperatives are non finite uddyens, we should explain why clitics are possible with thes
forms. Assuming they are finite verbal forms, the genertiimathat Condoravdi and Kiparsky (2002) propose, i.e.iadit
in C dialects attach lexically to the left of a finite verb, iorapture the imperative case. Whatever the analysis t€€li
with non finite forms and whatever their stance on the imperassue is, Condoravdi and Kiparsky will need two differen
assumptions to cover the whole range of phenomena. Thibasitally mean that clitics are affixes with finite verbahfer
and something different with non finite verbal forms, sonmahrather unmotivated. Furthermore, there is no discassio
about sequences of clitics and how more than one clitic éfyiadjoins to the verb.

Summarizing, Condoravdi and Kiparksy (2002) propose aiyaisathat tries to capture the whole range of clitic
phenomena found in the dialects of MG by classifying thetetimree major categories with respect to their linguidtitiss.
However, their analysis does not go into the specifics of dadhct. In that respect, the peculiarities of each cliyistem are
not discussed. In our case, a number of issues regarding ®&®6 iemain open. Since there is no other analysis reggrdi
GSG clitic$ we move on to propose our DS based analysis of GSG cliticsbBiare we do that, we will first briefly and
informally present the DS framework.

8There is a vast literature on clitics in SMG (Agouraki, 19SRiortiche, 1993; Anagnostopoulou, 1994; Phillipaki, 19PHilippaki and Spyropoulos,
1999; Terzi, 1999a,b; Mavrogiorgos, To appear, among sihehich are to a large extent relevant to GSG. However it tsono intention to go into the
specifics of a number of analyses within the GB/minimalisadition but rather to argue that once we shift to a parsingnted framework a number of
puzzling phenomena receive a natural explanation. In #gtact, we won't discuss these analyses here.



4. An informal introduction to Dynamic Syntax

4.1. Basic intuitions behind DS

The basic assumption behind DS is that natural languageéstarpreted via an incremental, word-to-word, left-tgkri
cumulative construction of transparent semantic reptatiens with the upper goal to finally construct a logicalnfioof
type t (?Ty(t)). Such an interpretation is driven by meansnohotonic tree growth, representing the attempt to model
the way information is processed in a time-linear, wordvtard manner. However, tree-structures in DS are consitierab
different from those found in derivational or declarativarheworks like minimalism or HPSG respectively, in thatythe
are not inhabited by words as such, but rather from the reptasons of those words (Fodor, 1975). Furthermore, the
tree structure corresponding to the representation of tlaéng result of parsing a natural language string is a semant
representation assigned to this natural language stritigrespect to some context. This semantic representaties ot
correspond to word order but rather represents argumeictsie. However, the incremental left-to-right parsing an array
of successive, monotonically growing tree structuresdremword order through the mere definition of incrementadipg.
The partial tree structures or the history of parsing stagesised to capture word order phenomena, since this whute g
is totally dependent on the way words are ordéréalorder for all these intuitions to be carried out, a numdfdormal tools
are employed.

4.2. The formal framework in a glance

4.2.1. LOFT, Tree decorations, Requirements

The parsing process is represented by means of binary tnelespinned by the Logic Of Finite Trees (LOFT, Blackburn
and Meyer - Viol, 2001). Left branches are addressed coimalty by adding O to the value of the mother node, while tigh
branches by adding 1. The position of a given node is expdassiag the predicate Tn (standing for treenode) followed by
the actual treenode address. Furthermore two basic trealitiesl <> and < | >, standing for the mother and daughter
relationship respectively, allow relations between teesrto be represented:

Tn(0),
<l1>Tn(01),$

(29) Tn(00), Tn(01),
<To> T'n(0) <T1><]o> Tn(00)
Tn(010) Tn(011)
<fo><[1> Tn(011) <11> Tn(01)

Notice that a given treenode can be addressed from the pékspef a different treenode. For examplg>< 1>
Tn(011) in the 010 node reads as follows: You will find treenode 011oi first go up the 0 mother relation and then go
down the 1 daughter relation. THesymbol, found in the 0 node in our example is called the paojated its basic function is

9An anonymous reviewer wonders if there is a different sytitazomponent apart from the parser in DS. The answer is thaD8 the parser is the
grammar. Parametric variation in natural languages iswatted via the interactions of the lexical entries of a givemgluage with general computational
and pragmatic actions. Computational actions are alsesuly parametric variation. Some languages may exhilfigreéifit variants of computational
actions while others not. Furthermore, generation is asgutm involve the same mechanism assumed modelling par¥ifggdo not have the space to
provide examples of parametric variation in DS but the egted read will find vast examples of such variation in Kemptaal (2001), Cann et al (2005).
Furthermore, anyone interested to see the assumptions R&megarding the parser should consult Kemspon et al. J28@tver and Kempson (2004),
Cann et al (2005), Purver et al. (2006).



to track which node is the current node under constructigrtiame during the parsing procé8sNodes in DS are inhabited
by a set of labels, conventionally called "Tree Decoratiofife basic elements comprising this set are:

a. Formula value decorations. These are represented using the predicate Fo followeddmepresentation of the entity
in brackets, e.g. Fo(JohAY)

b. Type value decorations. These are represented using the predicate Ty followed dyyibe of the word/concept in
question in brackets, e.g. Ty{8)

A basic conceptin the DS framework is that of requiremenégjuRements can be seen as goals that need to be achieved.
Requirements have the general form #£&e.g. ?Ty(e)). In order for a given parse to be successfubutstanding require-
ments must exist in the ending tree. In that respect, reangines can be also seen as a device explaining ungrammisticali
Example (29) shows a complete tree in DS. Notice that no audihg requirements exiét

Fo(Love")(Mary’)(John")
Ty(1),¢
Fo(John’) Fo(Love’)(Maria’)(y),
(30) Ty(e) Tye—1
Fo(Maria’), Fo(Love')(x)(y),
Ty(e) Ty(e —(e—t))

4.2.2. Computational - Lexical - Pragmatic rules/actions

The parsing process is driven by three kinds of rules/astiahComputational b) Lexical and c) Pragmatic rules/astio
The former are general computational devices, comprigiedasic tree construction mechanism. They always invaive a
input and an output description. The former designates evtier pointer must be along with information about the node th
the pointer is on or other nodes with respect to the pointdenahile the latter shows the transformation of the inpt¢rms
of requirements, adding nodes, pointer movement etc. Ampleaof a computational rule, the rule of COMPLETION, is
shown below:

{.{Tn(n), ..}, {<1:>,Tn(n), .., Ty(X).,<}...} 15

(31) {..{Tn(n),.., <> Ty(X),.., 0} {<1i> Tn(n),.., Ty(X),...}...}

The above rule moves the pointer to the mother node as soarydgpe of requirement is satisfied on any of the daughters
of that mother node. The top part reads as follows: There & with treenode address Tn(n) and another one dominated
by Tn(n) (<1;>,Tn(n)) that has a satisfied type requirement and also bears theepoiftte output description (second
line) presents a situation where the pointer has moved tdnie) addressed node, with an additional statement thatdec

10The Pointer function is also one of the ways to account forramgnaticality in DS. For instance, if the pointer is at a giveode which has an
outstanding requirement for a type e expression to be foand the next word that is parsed does not provide such a Typerdviding e.g. a Ty(e»t)
expression, the parse will abort rendering the whole stiimgrammatical.

11The prime indicates that the concept and not the word Johepiesented.

12The difference between DS and most of the formal semantariggewith respect to typing is twofold. Firstly, DS has awliidnal type (cn) standing
for common noun, and furthermore there is no recursion oesypypes are a rather closed set. For a more detailed dizewssDS typing see Kemspon
et al. (2001), Cann et al. (2005).

13where La stands for label angtl. For a formal presentation of declarative units in DS ctirléemspon et al. (2001), chapter 7.

14The lambda terms in the Fo formulas have been excluded ferafasxposition.

SwWhere i=(0,1,%).



the daughter’s satisfied requiremért| ;> Ty(X)). There are a number of procedural computational rules fikeohe we
have just seen but we won’t go into the rest of them for reasbspace. The interested reader is referred to Kempson et al.
(2001), Cann et al (2005) for a detailed presentation of albiarmaf computational rules. Additional computational el
be introduced if needed.

On the other hand, lexical rules are basically entries datmmtwith a given word providing instructions on how the
parsing must or must not proceed. There are no general edasding the content of these instructions. They ratheemnigp
on the syntactic nature of these words. However, there imargézed schema involved in the way these words introduce
their content. This general procedural schema followed &graple lexical entry is shown below:

(32) Lexical entry format

IF Trigger
THEN Actions
ELSE Elsewhere statement

(33) Sample lexical entry fdsill

IF Ty(e)
THEN put(Ty(e), Fo(Bill’)),[l]L
FELSE Abort

Example (33) reads as follows: If you are in a node that hape ¢éyrequirement, then decorate this node with a type e
value and a formula value representing the concept givehdoword'Bill'. In any other case abort. A proper noun |B# in
English will be able to get parsed as soon as a node has aegwrit for a type e. This will allow a word likgill to be parsed
either as a subject or as an object in English. Other languagh overt noun case marking will have further restriction
for their equivalent entry foBill that will ensure that the proper noun will be parsed in thevaht node depending on case
marking. For example we can associate a given case markthgavfixed structural position by means of tree modalities as
shown below:

(34) Structural accusative lexical entry

IF Ty(e), <11>?Ty(e — t)
THEN put(Ty(e), Fo(z")), [1] L
FELSE Abort

The above entry will block a noun of the above type to be pairsé¢lde subject node (00) simply because the condition
?Ty(e — t) is not going to be satisfidél

Lastly, pragmatic actions involve contextual informatmoviding information with respect to the parsing procé3se
very basic rule is the rule of SUBSTITUTION which updates arfala metavariable into a proper formula referring to some
entity in the contexXt. We won't discuss any other pragmatic actions in this papéthe interested reader is directed to
Kemspon et al. (2001), Cann et al. (2005) for further infalioraon pragmatic actions.

4.2.3. Underspecification, LINK

Central within the DS framework is the concept of underdjition, the idea that parts of natural language may not
be fully specified by the time they enter into the parsing pthoe. Of course underspecification is not in itself a new
concept in linguistics. It has been extensively used thed8syears by formal semanticists to deal with ambiguity and

18|n DS binary trees, as already mentioned, do not encode wdet but rather represent argument structure. In that cé$pe subject node is always in
the same position no matter what the actual word order iss position is the 00 node. Given that, it is clear why the ciooliis not satisfied.
17See Kemspon et al. (2001), Cann et al. (2005) for a formal itiefinof the rule of SUBSTITUTION.



anaphora resolution. What is novel however, is that un@eifipation is moved into the area of syntxmaking the syntax

the dynamic part rather than the semantics. DS uses two tfpgsderspecification: a) Content underspecification and b)
Structural underspecification. With respect to contenteusyplecification, DS employs the use of metavariables, imicg

as mere content placeholders with a requirement that sutti@ti of the metavariable will take place at later stagethef
parse. A classic example of content underspecificationaaquns. DS assumes that the lexical entry for a pronoun, say
he, involves the projection of a metavariable as the value tirenkila takes. This metavariable must be updated as soon as a
proper formula value is provided by the context or by the redanguage string itself. The metavariable comes witls@er

and case restrictions depending on the pronoun. A requirethat a proper Fo value must be found ensures that the node
which bears the metavariable will eventually get a propenfda value. The lexical entry for the pronole is shown below:

(35) Lexical entry fothe

IF Ty(e), <T1>7Ty(t)
THEN put(Ty(e), Fo(Unaie—sg), TIX.Fo(X), [|]L)
ELSE Abort

Structural underspecification on the other hand is reptedan DS by employing a set of rules, the family of ADJUNC-
TION rules®. *ADJUNCTION effectively introduces a node, which positiin the tree is not yet fixed at the time of its
introduction. To be more specific, the rule '®DJUNCTION projects such an unfixed node from the initial ?Ty(t) node
which bears a requirement for an expression of type e to bedfatithat nodé?

(36) {..{Tn(a),.....7Ty(t), O} }
{..{Tn(a),..Tyt)}, {<T * > Tn(a), ?3z.Tn(x), ..., ?Ty(e), O} }

The effect of the rule is shown schematically below:

2Ty(b)

(37) -

<7 =% />/7Ty(t),
?2Ty(e)
?23x.Tn(x),

An NP can be parsed on that unfixed node satisfying the typgeresment:

(38) Parsingon Jani’John’ on an unfixed nodé
2Ty(t)

<7 x* />/?Ty(t),
Ty(e),Fo(Jan’)
?73X.Tnx),$

18There is however a similar notion, the notion of functionatertainty in LFG (Bresnan, 2001).

19We will present two of the various variants of the ADJUNCTI®@Ne here. Additional *fADJUNCTION rules will be introducéatter on if needed.

20The kleene star operator is a way to encode underspecificatithe modal language<] * > X reads as: X holds at a node above me or at the
current node. Using the opposite modality, i.e the daughizdality, the kleene star denotes the notion of dominanee ngfflexiveness. The pure notion of
dominance is encoded by means of the kleene plus operatoin(#jat respeck |+ > X reads as: There is a node above me where X holds. We will see
later on how we will exploit both of the operators in our arsidy

21we ignore determiners for the moment.



The?3x.Tn(x) restriction will ensure that the node must be fixed at a lstige in the pardé The underspecified relation
<7 * >?Ty(t) will enable the NP to be parsed in different structural posg. The*ADJUNCTIONT rule is a natural way to
encode this intuition. The *ADJUNCTION rule will accountrftong scrambling cases as well, since the tree modality used
does not restrict the full NP to apply in the local domain. Aiaat of *ADJUNCTION however, *LOCAL ADJUNCTION
will do just that, i.e. it will restricts the potential fixingjtes of the node to local nodes. The rule is shown below:

{..{Tn(a),...,?Ty(t),<}...}
{..{Tn(a),?Ty(t), }..{<To><T * > Tn(a), 73z.Tn(x), ..., 1Ty(e), O }...}

(39)

The effect of the rule in tree notation is the following:

2Ty(b)

(40) -

<to><T , >?2Ty(t),
?2Ty(e)
?23x.Tn(x),$

Notice that the modality has changed frem*> to <7To><T17>. This will ensure that the NP in question is parsed in
the local propositional domaf. The two rules are used for long and short distance scrameffects respectively. We will
see later on the relevance of these rules with respect tosclit

While the ADJUNCTION rules involve the creation of an unfixeadde that has a requirement for a specified treenode
address in the tree under construction to be found, LINKcstines involve the construction of a second tree struchde-i
pendently of the initial one, which however posits a requieat for a shared term between the two trees. In order for LINK
structures to be modelled, we need to introduce two new mogiadators< L > and< L~! >. The former refers to a
tree structure which is linked, as it is shown schematidall43), by means of an arrow, with the current node, while the
latter refers to that node. LINK rules are also a family oesylsharing the characteristics just mentioned. For detradios
purposes we will present one of them. The latter comes indima bf two rules, the rules of TOPIC STRUCTURE INTRO-
DUCTION and TOPIC STRUCTURE REQUIREMEN? respectively. These two rules are used by (Cann et al., 2005)
account for Hanging Topic Left dislocation structures(HDLThe first rule effectively createddNK transition between the
initial node and a top node withtgpe erequirement. The rule is shown below:

{{Tn(0), ?Ty(t),0}}
{{Tn(0),?Ty(t)}},{< L > Tn(0),?Ty(e),o}

(41)

Notice that the above rule does not mention anything abobibeed term. That is because there is no shared term at the
time the rule applies. The requirement for a shared termtiedunced via the second rule the rule of TOPIC STRUCTURE
REQUIREMENT shown below. This rule applies as soon as tHeatised argumentis parseas(for Maryin our exampley:

{{Tn(0),?Ty(t)},{< L > Tn(0),Fo(a), Ty(e),o}

(42) {{Tn(0),?Ty(t),? < D > Fo(a),o}},{< L > Tn(0), Fo(a), Ty(e)}

After the introduction of these two rules, we get the follogi

2293x.Tn(x) reads as: There is a requirement for a proper trezaddress (fixed) to be found. If the latter does not happem, tihe parse cannot be
completed as at least one outstanding requirement wilt extie tree.

23Assuming that all argument nodes are the 0 nodes and anamdipiropositional domain will involve a type t in one of thgament nodes, this rule
will exclude cases where the NP is associated with an arguiméime next propositional domain.

24The prototypical LINK rule is the rule of LINK *ADJUNCTION wd by Cann et al. (2005) to account for relative clauses. Wes#to present the
TOPIC STRUCTURE INTRODUCTIOAhd TOPIC STRUCTURE REQUIREMENTIles instead, which are basically a variant of the protiegipLINK
rule. The interested reader is referred to Cann et al. (2@88594) for the prototypical LINK rule.

25The D modality stands for the downward modality that encatieskleene star operator and can furthermore extend oveK Iskuctures. In that
respect D is defined as B%o, |1, |, | *, L}.
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(43) %5\;(223;/)7 (L~YTn(n), 7Ty(t), 2(D)Fo(Mary')
Ty(e)

In an HTLD construction, the dislocated NP will be parsedha hode where the LINK begins. After TOPIC STRUC-
TURE REQUIREMENT has applied, a requirement for the samenkta value provided in the first tree will be put in the
LINKed tree. This will ensure that a copy of the formiary will also be provided by the linguistic string, for example a
resumptive pronoun in English. There are a number of impottangs with respect to the general LINK rule, but we won't
discuss them here since these are not relevant to the sctpepdper. The interested reader is however referred to Kemp
et al. (2001) and Cann et al. (2005) for more information awhrious LINK rules.

5. A DSanalysis- Oneclitic constructions

For DS, as already mentioned, natural language parsingggeted by three types of actions, namely computational,
lexical and pragmatic actions. Lexical actions are balgithé lexical entries that words are assumed to have. €litiour
analysis will have their own lexical entries. However, tthiges not mean that we a priori decide on the status of GS@schit
words. For DS every linguistic element, no matter how itéglttionally characterized, can be associated with a |¢ricy.

It is often assumed in various DS analyses that affixes, sh@aaditionally non - words, can have their own lexical ergri
(see for example the lexical entries for Japanese caseesuffixen by Cann et al., 2005). Such a move is not contragtictor
assuming that for DS lexical entries are just pieces of mfitfon on how parsing must or must not continue. In that retspe
any element that provides such information can have its @xital entry. Within this line of reasoning, the affix - word
debate (Philippaki, 1998; Philippaki and Spyropoulos,29@ondoravdi and Kiparksy, 2002, among others) can beyeasil
side - stepped as irrelevant with respect to the DS framevgarke we can give an account that will effectively be theesam
no matter what our stance regarding the affix - word debat#&éswill present an analysis of GSG clitics where the différen
distributional properties of these are captured via therattions of the lexical entries we will give for clitics agdneral
computational actions. These interactions are furtheerpidned by general pragmatic actions. But let us see inl deta
this can be done.

Clitics in GSG, resemble SMG clitics in that they appear prbally with all verbal forms except imperatives. In the
latter case, they must appear postverbally. In ensurindipi®, we need a mechanism that will not alow a clitic to bespd
after a verb has already done so. In DS terms this means tivarbanust exist when the clitic will enter the parsing praces
There is a rather straightforward way to do that. We will dsethird person neuter accusative cliticit’ to illustrate how.

In our brief introduction to the DS framework we have said 1d& does not directly represent word order, but rather uses
binary trees to represent argument structure. In that otgjpe position of the verbal argument in the tree is alwagssame

no matter the word order the sentence exhibits. As mentionbdt we need to exclude is the case where a verb has been
parsed first. On the other hand, we do want to include a nunfloases where a preverbal subject or object has been parsed
first. We will propose two ways to do that, and we will see whicte is more plausible as more phenomena are examined.
The first proposed restriction is shown below:

(44) First proposed restriction

IF 2Ty (t)
THEN IF [1T]?732.Tn(x)
THEN
ELSE
ELSE

The above restriction reads as follows: If you are in a nodielvbears a type t requirement, then if all the nodes below
that node bear a requirement for a proper treenode addrbssdond, i.e. all the nodes dominated by the type t bearidgno

11



are unfixed, then proceed to the actions (which we have nehgiet). Such a restriction will give us the desired resuits
clitic cannot be parsed if a verb has already done so, sirecgedtb will project a number of fixed nodes if parsed (See the
entry for indicative verbs in (63)) . It can however when averbal object has, since the restriction takes into comatbm
only nodes that have already found their fixed position intthe structure. A preverbal object will always involve eith
an unfixed node or a LINKed structure. These will find theirg@otreenode addresses only after the verb is parsed. The
next thing we need to discuss is whether 3rd person accasditics in GSG are better analyzed as unfixed or as progectin
a fixed structure (Bouzouita, 2008b) for Spanish,(Chatzikydis, 2006) forSMG. An unfixed node analysis for the 3rd
person accusative clitic willimmediately imply that théticl being structurally unfixed, can receive more than dngcsural
position in the emerging tree. Based on the data we have f@,@8 accusative clitic is always linked to the direct ohject
Our informants in Grecia Salentina noted that there are niblécaccusative verbs in GS& Given these facts, the lexical
entry for the accusative neuter clitic will involve the projion of fixed structure:

(45) 3rd person accusative neuter cliticit’
IF Ty(t)
THEN IF [LT]?732.Tn(x)

THEN makego(<|1>), makego(<|o>);
put(Fo(Vpeut,sq), Ty(€), 73z.Fo(x));
gofirst(?Ty(t))

ELSE Abort
ELSE Abort

Let us comment on the embedded THEN part of the rule a little This is where the actual actions induced from the
lexical entry are encoded. The clitic builds both the 01 &edX10 node. It annotates the 010 node with a type e decoeattn
projects a formula metavariable to be substituted fromexirdar from the natural language string. The metavariableesa
presuppositions (i.e. the subscripts) which must be sadi&fy the candidate value in order for the latter to be acdegéhe
metavariable’s update. These presupositions are in effstiictions on metavariable update. The second propoisggbt
on the other hand, involves a statement about the poteatiatdr nodes only:

(46) Second proposed trigger

IF 7Ty(t)
THEN  IF 1177y (x)
THEN
ELSE
ELSE

The above restriction states that all functor nodes shoeitd b type requirement in order for the clitic to get parsed. |
case a verb is parsed, this will decorate a functor node wigp@value. In that respect the above trigger won't get Setis
and the clitic will be unable to get parsed. The full lexicatrg is shown below:

(47) Alternative entry forto'it’
IF Ty(t)
THEN IF [LT]?Ty(x)

26Katsoyannou (1995) mentions that in the other main GrictetiarCalabrian Greek, double accusative constuctionsesteicted to just one verb, the
verb "matenno/learn” and even in that case they are extsenaeb (only one instance is found in her corpus). Even in SM@ne a number of double
accusative verbs exist, a number of complications arisenwke substitute full NP’s with clitics in these construcsonFor example it is impossible to
substitute both of the accusative marked full NP’s with twousative marked clitics. In case we do that, the clitic fioming as an indirect object must be
genitive marked. We remain agnostic as to what is going ohésd constructions in SMG and we won't discuss this issubdurThe interested reader is
directed however to Anagnostopoulou (2001) for a detailsdugsion on double accusative verbs in Modern Greek.
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THEN makego(<|1>), makego(<]o>);
put(Fo(Vipeut,sq), Ty(€), 73z.Fo(x));
gofirst(?Ty(t))

ELSE Abort
ELSE Abort

Both of the entries we have given correctly predict sentefitand (2), repeated here as (48) and (49), to be graminatica
and ungrammatical respectively:

(48) Ton gapa.
himg—gcc loves
'He loves him'.

(49) *Gapa ton.
loves himg—_qce
'He loves him.’

Furthermore, cases where a preverbal object or a subjedideas parsed are also predicted to be grammatical. The
examples below are correctly captured by the entries we: gave

(50) Ton Giorgo ton gapa.
the,.. George.. himg_,.. loves
'He loves George.

(51) O Giorgos ton gapa.
the,om Georgeo, himg_q.. loves
'He loves him.’

Assuming that preverbal objects are parsed using *ADJUNBINIbr *LOCAL ADJUNCTION, no node with a proper
treenode address will exist below the initial type t reqgrnode. No type value will exist in any of the functor nodekei
In case a preverbal subject is parsed, a LINKed or an *ADJU&ICSEructure will be used. Thus, in that case, a separate tree
structure or an unfixed argument node is involved:

(52) After parsing a preverbal object

2Ty(b)

<7 = >/?/Ty(t),
Ty(e),Fo(Giorgo’)
29X.Tn(x),$>

(53) After parsing a topic subject

(L)Tn(0), (L™YTn(n), 7Ty(t), ?2{.)Fo(Giorgos'),
Fo(Giorgos'),

Ty(e)

The two lexical entries we've given correctly capture prbat positioning of the 3rd person accusative clitic'it’.
Before proceeding to the entries for genitive and 1st/2ndgeaccusative clitics, first we need to account for pobader
clitic positioning with imperatives.
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5.1. Enclitic positioning with imperatives
5.1.1. Minimalist analyses

Itis a rather puzzling phenomenon that clitics in a wide mofjanguages, while proclitic in general, appear postaiérb
with imperatives. A number of different proposals have bgean for enclisis with imperatives within chomskyan frame
works (Phillipaki, 1994; Rivero and Terzi, 1995; Terzi, B8%, among others). The standard assumption in thesesasaly
is that imperatives in Greek exhibit movement to a functigmejection past TP. This functional projection is CP in &iv
(1994), Rivero and Terzi (1995), Terzi (1999a,b) and MP iiliftaki (1994). Clitics in these approaches are situatldw
these projections or they move along with the verb to thiggotmn as in Terzi (1999b). In that respect, what we get is
enclisis.

In their classic paper, Rivero and Terzi (1995) examine teliour of the imperative in Ancient Greek (AG), SMG and
Cypriot Greek (CG). The crucial difference between AG ondhe hand and SMG - CG on the other according to Rivero
and Terzi (1995), is that in the latter two cases imperat@gatorily move to C to satisfy their own requirements,ileh
in the former case they optionally move to the Wackernagedgd(WP) to satisfy requirements of the W phrase. Let us see
what the proposed analysis actually predicts for CG and SRIGro and Terzi (1995) assume the same clausal structure fo
both SMG and CG. In this analysis negation is situated betw@&and the IP. Assuming clitics are situated in the IP domain,
V - C movement will result in a situation where the verb prazethe clitic, thus the enclisis. In the presence of negation
movement is blocked assuming relativized minimality (RiZ291). In order to account for the differences in positianin
CG and SMG while retaining the same clausal architecturegriand Terzi (1995) have to further assume that the clitic
must be licensed in the domain of a head with operator likpgnttes in CG but not in SMG. In the absence of such a head,
the verb has to move to a position below C that Rivero and Berriot specify. However, in Rivero (1994) and Terzi (1999a)
such a head is specified to be a Mood Phrase (MP). The plaugiblion to ask given the latter fact, is why imperatives do
not move to that MP projection that licenses Mood featurgtsamme suggests, but rather move to C instead. It seemb wort
emphasizing that the same argument was raised by Rousdo) (2i3h respect to the same analysis. The answer seems to be
that if we abandon the V-C movement of imperatives and adopifeed V-M movement approach for all verbs in CG, then
assuming as Rivero (1994) and Terzi(1999a,b) that NegRyisehithan MP, we would expect negated imperatives to be licit
A further problem with such an analysis concerns the stattiseoso - called operator like heads. One major discrepancy
involves the assumption that the complementipercarries operator like properties whitéi does not. Without getting into
the debate of whether such a claim is true, Rivero and Te@85)1do not mention that complementizgrexhibits variation
in positioning in CG as reported in Revithiadou (2006) ancZikyriakidis (In preparatioRy. Under these variation data,
Terzi and Rivero have to assume that in some catiedoes and in some cases does not behave as an operator, sgmethi
rather strange. A further problem for such an analysis cdmeslanguages like Later Medieval Greek (LMEG), a language
which under Rivero and Terzi (1995) should fall within theeacategory as CG, namely under the type of languages showing
imperatival distinct syntax as the lack of negated impeeatin LMEG would suggest (Pappas 2002). Assuming howeeer th
same analysis as in CG, i.e. V-C movement of imperatives, #imapparent problem comes from LMEG examples where
proclisis with imperative verbs is possible in the presarfafocused element in the left periphery:

(54) Ala me ipe (Pappas - 2001: 95).
Other'acc—pl ME&—ace Sayfmp
"Tell me something else.’

(55) Ayia  tin ipe (Pappas - 2004: 70).
holy,.. her;_,.. said
'Call her holy.

Terzi (1999a) argues for the existence of a MoodP in Modegetrs well. In fact, this is the projection where gerunds
move to. Then, as in the case of CG, the same question can ée faskSMG, i.e. why the presence of MP does not trigger
movement of imperatives to thegvind imperatives have to rather raise all the way up to C tolctieir mood features.

We won't discuss these analyses any further since it is nahtention to give a detailed account of the analyses pregos
in minimalism or to further elaborate any of them. Our intentwas to show that the existing analyses concerning Greek

27An anonymous reviewer asks whether this variation has dunteto do with the positioning afti with respect to foci/topics. The data presented in
Revythiadou (2006) as well as those we have collected dadatate any such correlation.
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imperatives are not devoid of problems and to further pre@osalternative DS analysis. The interested reader is fewev
referred to Phillipaki (1994), Rivero (1994), Rivero andZig1995), Terzi (1999a,b) and Roussou (2000) for moreildeta
and argumentation on the discussed analyses.

5.2. Imperatives in DS

Clitic positioning in DS, as we have already seen, is captbseimposing restrictions on the entry for the clitic thdre
to the current parse state of the tree. In the case of impesatin imperatival feature (IMP) is going to be used as angkco
disjunctive trigger in the entry for clitics.

Assuming that an imperatival verb will project such a featarthe type t requiring node, enclitic positioning is effeely
captured assuming this second disjunctive trigger. The emavy for the 3rd person neuter accusative clitic 'to’ in GBG
shown below:

(56) Entry for the 3rd person accusative cliticit’ (imperatives included)

IF 7Ty (t)
THEN IF [LT]?732.Tn(x)

OR

IF Mood(Imp)

THEN makego(<|1>), makego(<]o>);
put(Fo(Vpeut,sq), Ty(e), 73z.Fo(x));
gofirst(?Ty(t))

ELSE Abort

ELSE Abort

(57) Alternative entry for the 3rd person accusative clitidt’ (imperatives included)
IF 2Ty (1)
THEN  IF [1+]7Ty(x)

OR

IF Mood(Imp)

THEN makego(<|1>), makego(<]o>);
put(Fo(Vipeut,sq), Ty(e), 73z.Fo(x));
gofirst(?Ty(t))

ELSE Abort

ELSE Abort

Both the above lexical entries capture enclisis with impeea. However, we should explain why an imperative verb
cannot be parsed after a clitic has already done so. Assualegical entry in the same style as the lexical entry for an
indicative verb, i.e. an entry in which the verb startingnfrthe initial node builds the whole propositional structara
furthermore decorates the subject node with a type valu@dadnula metavariable, ungrammatical examples like (58) a
predicted to be grammatical. Nothing will stop an impematrerb to be parsed after a clitic in the same sense as antindica
verb will:

(58) *To dizze.
itclfacc ShOme
'Show itV’
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What we are going to argue is that imperative verbs (at leassMG and GS&) have a similar restriction to the one
we have given in the first of the two entries for the 3rd persmuaative clitic. This means that imperatives competetfer t
first fixed node in the domain. Assuming the ACTIONS for the Bedson accusative cliig, the imperative won’t be able
to get parsed due to that restriction. The rather peculiaragheristic of enclisis with imperatives can be attrilutie the
impossibility of imperative verbs to be preceded by fixedemdn that respect the clitic has to follow rather than pdedbe
imperative. What is the nature of such restriction is sotingtthat we should discuss however. Looking back at the hjisto
of clitic distribution from LMEG to the MG dialects, we canrilee a natural explanation for this restriction. Looking fo
example at LMEG, we do find categorical restrictions regagdiitic positioning but in most cases what we find is tendesnc
or almost categorical restrictions (Pappas, 2004). Famgie, in the case of imperatives there is a clear tendenarfclitic
positioning, but this is by no means a categorical restniciis we have already seen in examples (59) and (60), repeated
below:

(59) Ala me ipe (Pappas - 2001: 95).
Other'accfpl ME&i—acc Sanp
"Tell me something else.’

(60) Ayia  tin ipe (Pappas - 2004: 70)
h0|yacc hercl—acc said
Call her holy

The fronted constituent is probably the reason for praxiisthe above examples. It is quite interesting to obsererth
Modern Greek dialect presents any variation with impeeatianymore. CG, a dialect which pretty much resembles LMEG
in terms of clitic distribution does not allow proclisis Witmperatives no matter what the nature of the precedingai¢is:

(61) TO  VIVLIO do mu.
the,.. book,..c Qiverm, Mey_gas
'Give me the book.

(62) *TO  VIVLIO mu 5o.
theacc boochc ME&;—dat give]mp
'Give me the book.’

Enclisis with imperatives is categorical in the dialect we examining as well. . In that respect, we can assume that the
entries for imperative verbs obtained a triggering restricthat would prevent proclisis. In the dialects we areliested
in, all proclitic triggers have collapsed into one and aificldistribution is defined solely with respect to the vdrfmam.
However, the imperative restriction was retained in theyefur the clitics. The latter, given an entry for imperasvihat
bans proclisis, gives us the desired distribution, i.etumsibn where enclisis is categorically restricted in casémperative
is present. In order for proclitic triggers to collapse, wivas needed was an overgeneralization of proclitic envirents.
We argue that the pragmatic basis behind clitic positiomitg fronted focused constituents was lost, giving risermctisis
in a number of other environments involving non focused ciisjand subjects, all adverbs and PP’s. The whole process can
be described as a stepwise routinization process in the sdickering and Garrod (2004) with the pragmatics atraudny
over time within that process in the sense of Bouzouita (a08)38 Such a process eventually led to a generalization of
proclisis with finite forms, effectively leading to a collegof the preverbal triggers to just one. The fact that imperslack
subordinate conjunctions, or any of the particles trigggeproclisis fa’subjunctive marker'min’NEG’) and are less likely
to be preceded by focused constituents, is probably wheaepted proclisis to further extend to imperatives. In tiespect,
what we get is as system with two triggers, one for imperaivé one for non imperative verbs. Within such an approach,
dialects like Pontic Greek (PG) which are strictly enclificllowed the opposite route, i.e. a route where proclitiggers
did not collapse to a general proclitic trigger but rathesagipeared, while enclisis on the other hand was generatzait
environments. Thus, in the case of PG the form of the verb doeglay any role with respect to positioning anymore. This
could be made possible in the transition from Medieval RoBtieek (MPG) to PG, since MPG as shown by Pappas (2001)

28\We discuss imperatives in dialects where in general emdéshe rule, i.e. CG and PG, in Chatzikyriakidis (In prefiarg.
29We will see how the clitics that will be treated as unfixed il accommodated under that assumption.
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displayed a system where the proclitic triggers where damably fewer compared to LMEG or even Medieval Cypriot
Greek (MCG). Assuming that triggers are something like ipgrieuristics, i.e. facilitators of the parsing processthtof
these evolutions led to greater simplicity by collapsingenay of disjunctive triggers into just two or one in the ca$@G.
However, the fact that some languages collapsed a set ohdisje triggers in favor of simplicity does not mean that al
languages or dialects are expected to behave like thatriteghat there is a strong tendency towards that diredbiatthere

are a number of Greek dialects which would immediately fialsiich a claim, notably CG and Cappadocian Greek (CAG -
See Janse 1994). The latter dialects, with some degree w@tidey exhibit pretty much the same patterns in terms aiccli
positioning that LMEG did. In fact, these clitic systemsree® be rather stable, since almost all patterns of disiobubf
LMEG are still obeyed in both dialects. However, this is na@aly the case. For example, comparing MCG to CG, someone
can easily realize that a number of proclitic triggers pnése CG are absent in MCG, namely temporal expressions and
fronted constituents (Pappas, 2001, 2004). In that respgextCG clitic system resembles more the LMEG system that its
Medieval ancestor did. Thus, despite the first appearatives;G system has been in a state of change like all the other
MG dialects. The direction of change in each case seems #nddgghly on the medieval ancestors of each of the modern
dialects.

Returning to the actual way of encoding the triggering retitns in DS and assuming the heuristic like role of parsing
triggers, it is highly expected that these triggers will Ime@ded in the same heuristic like way. For example, moving to
dynamic syntactic model where each word is parsed in relatidhe current state of the partial tree at the time theselsvor
come into parse, every word will have to ensure that the gikem satisfies some restrictions imposed by its entry thiat wi
correctly account for its distributional behavior. In these of GSG, two different triggers are imposed, one thattalor
case a verbal type is present in the tree and one that proteé#uss actions in case an imperative feature is present on the
initial type t requiring node. The former will give us praaidistribution, while the latter enclitic distributiorurthermore,
imperatives in GSG have a trigger, similar to the one we hawengor third person accusative clitics in (44), that abant
case any fixed nodes are present in the tree. This will cdyrprtdict that enclisis is categorical with imperative<G8G.

The entries for an indicative monotransitive and an impegahonotransitive verb are shown below:

(63) Entry for an indicative monotransitive verb

IF Ty (t)

THEN put(Tns(T)), Mood(Ind);
makego(<|1>); put(?Ty(e — t));
makego(<|1>); put(Fo(verd')),

Ty(e — e(— 1), [1]L);

go(<11>), makego(<o>); put(?Ty(e));
go(<To>)(<11>), makego(<lo>);
put(Ty(e), Fo(Upers—num), 13x.Fo(z))

ELSE Abort

(64) Lexical entry for an imperative monotransitive vé?b
IF ?Ty(t)
THEN IF [1F]?3x.Tn(x)
THEN  put(Mood(Imp));

makego(<|1>); put(?Ty(e — t));
makego(<|1>); put(Fo(verd’)),
Ty(e — e(—t), [L]L);
go(<11>), makego(<]o>); put(?Ty(e));

30Both verbs impose a restriction with respect to the updatieeo$ubject node metavariable. An indicative verb will pobjperson and number restrictions
Fo(Upers—num) While an imperative verb presumably only a number resticio(Unwm ).
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go(<To>)(<T1>), makego(<lo>);
put(Ty(e), Fo(Unpum), 13x.Fo(x))
ELSE  Abort
ELSE Abort

The restriction| *]73x.Tn(x) in the lexical entry for the imperative verb will prevent ibfn being parsed if any node
with a proper treenode address exists below the initial wdtkn this comes into parse. This means that such a verb won't
be able to get parsed after a clitic or in general any elenhattill project a fixed node(s) is parsédExample (58) is ruled
out with our new triggering restriction. It is easy to see wikie accusative clitic will have built the 01 and 010 node whe
the imperative verb will enter the parsing procedure. Twdasowith proper treenode addresses will exist, and thusngars
of the imperative verb will be blocked.

Concluding this section we should note that the explanati®provide with respect to the emergence of the clitic system
of GSG cannot be fully justified, unless a thorough invesiggeof the transition process from regional dialects of idgdll
Greek that gave rise to the dialect under question has basn dgpecifically, within such an approach, one should expect
to find a stage in GSG or its ancestral Medieval dialect wheselisis gets generalized to more environments and eadsisi
gradually reduced. Indeed, this is what we find in 18th cgn8panish (Bouzouita 2008a, 2008b). Such an investigadion i
still in its first stages and we cannot say anything yet. We’tymursue this issue further, since firstly it is not our irtien
to give a full diachronic account of the facts in GSG and sdboas we've said earlier we have not yet the results of an
investigation regarding the Medieval clitic system of GSG.

6. Ordering of a sequence of two clitics

As we've already mentioned, GSG exhibits stoetr - Acc®? order in both imperative and non imperative environments.
Examples (7), (8) and (11), (12) repeated here as (65), (@bJ&r), (68) respectively, clearly illustrate the lattactt

(65) Tu to doka.
himhim—dat itcl—acc gave
'| gave it to him.’

(66) *To tu doka.
itcl—acc himhim—dat gave
'| gave it to him.’

(67) Do mu to.
give]mp ME—dat itcl—acc
'Give it to me.’

(68) *Do to mu.
givelmp itclfacc ME:—dat
'Give it to me.’

The first thing we need to do in order to captower-Acc order, is to think how a lexical entry for genitive cliticsaiid
be. Accusative clitics are always associated with the tobject node, so their position is fixed in the tree. For geaitlitics
on the other hand, one might argue (at least for GSG and SMi&}hbir interpretation is ambiguous between a direct and
an indirect object interpretation. Constructions invotythe verkareso’like’ are classic examples of constructions requiring
their sole object to be marked for dative. The following eydaris grammatical in botSMGandGSG:

31A welcoming result is that auxiliary verbs will be predictmbe impossible with imperatives, assuming that auxéssvill project fixed nodes after
they are parsed. See Chatzikyriakidis (In preparationpfoanalysis of auxiliaries in DS.

32\We note once again that the two terms dative and genitivebwilised interchangeably to denote the indirect objectiamcThe reason for that is that
dative is morphologically realized as genitive in GSG.
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(69) Mu aresi
Me.;_qat like
| like that

A small number of other monotransitive verbs also subcategdor dative in both GSG and SMG:

(70) Tu milo
him-cl,dat talk
| talk to him

(71) Tu tilefonisa
him._4,: called
| called him

This positioning duality of dative clitics can be accoungsduming that genitive clitics as opposed to accusatitieli
are structurally underspecified with respect to the pasitiey will eventually occupy in the tree structure. Howeteere
are a number of restrictions as regards these positionsfirEhene is that the clitic must be interpreted locally. Thiees
restriction is that dative clitics can never function asjeats. These two facts have rather straightforward saistigithin
DS. The first restriction can be implemented in DS by encodirgrule of *LOCAL ADJUNCTION in the THEN part
of the clitic’s entry. This will ensure that the clitic willdounderspecified but will however fix its position locdfly On
the other hand, if we want to exclude clitics from being ipteted as subjects, we need to posit a variant of the *LOCAL
ADJUNCTION rule that will effectively do that. The undergifeed address<To><1;> of *LOCAL ADJUNCTION is
further restricted to<To><T1><17>, in order to avoid clitics being updated in the subject notlee next thing we have
to think is how we will ensure that dative clitics are alwaystfin a sequence of two clitics. Assuming that all preverbal
arguments in GSG will use one of the *ADJUNCTION or LINK rulaniants to get parsed and that accusative clitics will
always project fixed structure, the restrictiog {]?3x.7'n(x)) we have used in the first entry we have given for the 3rd person
accusative clitido 'it’ will give us the ordering facts. Putting all these asguiions together we get the following lexical

entry:

(72) Lexical entry for the first person dative cliticu (preverbal cases only)

IF Ty(t)
THEN IF [LT]?732.Tn(x)

THEN makego(<|1><|1>), makego(<|o>);
put(Fo(Vspeaker' ), Ty(e), 73x.Fo(x));
gofirst(?Ty(t))

ELSE Abort
ELSE Abort
(73) Lexical entry for the first person dative cliticu (imperatives included)
IF Ty(t)
THEN IF [LT]?32.Tn(x)
OR
IF Mood(Imp)
THEN makego(<|1><|1>), makego(<|o>);

33The rule says that the node where the clitic is, is a node wheeestep across the 0 node must be taken in order to be reathisdneans that the
clitic will be always interpreted as an argument of the lat@iain. The clitic cannot extend to another domain sincéfardint domain will either involve
a LINK structure or more than one steps across the 0 daugigion to be taken. See Cann et al. (2005) for a definitionadllty in DS.
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put(Fo(Vspeaker' ), Ty(e), 73x.Fo(z));

gofirst(?Ty(t))
ELSE Abort
ELSE Abort

Given the above entry, it is now a good chance to test the ttgoraltive entries for the third person accusative clith&}§(
and (57)) against the data. At a first glance, it seems thatthetentries will give us the correct results with respeciAo
- Acc ordering. Assuming a dative clitic has been parsed firstfriggering restrictions of both accusative entries seem to
be satisfied. The dative clitic, being an unfixed node, wiiis$athe [| T]?3x.T'n(x) restriction and thus an accusative clitic
will be able to get parsed after it. On the other hand, sinealttive clitic won’t project any type value in any of the ftmrc
nodes, the second restriction is also satisfigd|¢3x.7y(x)). Thus, it seems that both entries we've given for the third
person accusative clitic would work. Taking a closer lookhat triggers however, someone will realize that this is het t
case, and in fact only the second entry is able to camiare- ACC order. Let us explain. The restricted version of *LOCAL
ADJUNCTION we've given in the THEN part of the entry for thetide clitic specifies that the parser should construct the
01 node followed by the construction of an unfixed node whécini arbitrary number of steps below the 1 relation, followed
by a step down the 0 relation. This means that the parser mitlys construct the 01 node. What effectively happens ih tha
case is, that even though we have an unfixed node projectdjitic, a fixed node is projected too. If however the parser
always builds the 01 node in parsing a dative clitic, therttiggering point of the first entry we have given for the 3rdgmsn
accusative clitic [ 7]?3z.T'n(z)) won’'t work, since a fixed node will have already been corttérd, i.e. the 01 node. No
problem arises for the second entry we have given, sincep®glue will exist in any of the functor nodes after a dative
clitic has been parsed. We will thus keep the second alieentdr the third person accusative clitic, even though ityma
seem nicer from a framework internal point of view to havedhme restriction for both clitics. We will see the relevaate
keeping this second alternative when we will discuss 1dtfifsrson accusative clitics.

What is left now, is to see whether the above lexical entryaatureDAT-ACC ordering with imperatives as well. It is
easy to observe that this is not the case. Nothing stops\edditic to be parsed after an accusative clitic has alrefhe so
in an imperative construction. Indeed, this is the case &Svhere clitic ordering in imperatives is free. The abovwédal
entry will thus work for SMG but not for GSG. A minimal modifitan in the entry can however treat this overgeneration:

(74) Lexical entry for the first person dative cliticu (imperatives included)

IF MTy(t)
THEN IF [LT]?732.Tn(x)

OR

% Mood(Tmp), [1] o) Ty(x)

THEN makego(<|1><|1>), makego(<|o>);
put(Fo(Vspeaker' ), Ty(e), 73x.Fo(x));
gofirst(?Ty(t))

ELSE Abort

ELSE Abort

The restriction|][10]?3 x.Ty(x) requires that all object nodes should bear a type requirentertase an accusative
clitic is parsed, this requirement won'’t be satisfied sirtoe dccusative clitic will project a type value in the direbjert
node. Note that preverbal objects or preverbal strong prosare not excluded. Assuming that preverbal objects asega
using one of the ADJUNCTION rules with MERGE taking placesathe verb has been parsed or via LINK in which case
we are dealing with a different tree structure not accessipplthe modalities given, no such problem arises. Noticetths
triggering restriction actually says that the clitic shebbk the first fixed argumentin the tree structure. In thataetsplooks
like a more specified version of thg"™]?3x.T'n(x) restriction. The entries for the rest of the singular datiitics are identical
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to the one we've given above, provided we do the necessangelsaegarding the presuppositions the Fo metavariables ha
34

7. The person case constraint

The PCC is a phenomenon spread in a wide range of both relategraelated to each other languages (Spanish, Italian,
Bantu Languages,Kiowa, Georgian, Basque to name a fewijpigaaccounts have been given in the literature (Bonet, 1991
1994; Haspemath, 2004; Anagnostopoulou, 2003, 2005; AdilggmHarbour, 2007; Ormazabal and Romero, 2007, among
others). We briefly discuss two of the most recent syntactioants given before moving on to the analysis we propose.

7.1. Anagnostopoulou(2003, 2005), Adger and Harbour (2007

In Anagnostopoulou (2003,2005), the PCC is the result diufeachecking failure against one functional head. Both
clitics have to check their features against one functibeat, the latter bearing a number and a person feature .elditics
bear person features but not number features, first - seaansdm accusative clitics bear both number and person &satur
and lastly third person accusative clitics bear only nunfbatures. Assuming checking against one head which carkchec
number and person features once, the only licit combinatéza the ones where a 1st/2nd person accusative clitic @bes n
co-occur with a dative clitic. In a similar vein, Adger andrHaur (2007) argue that the PCC is the result of a first second
person accusative clitic carrying participant featurattiie presence of an Appl head. The generalization they pepans
features present in the specifier of a functional head to bé as probes in the complement domain of that same head:

(75) Adger and Harbour’s Generalization

The requirements which a functional head requires its $j@edd bear cannot be used as probes in the head’s
complement domain.

A first or second person accusative clitic is then excludeeivdan APPL head is present (i.e. in ditransitive constras)io
since the participant features of such a clitic will rematiiecked assuming (75). The following tree diagram repitsse
ditransitive construction in Kiow#?:

(76)

34Notice that ordering phenomena are dealt inside the lexicenby triggering restrictions in the lexical entries arat via general computational rules.
This is a conscious decision, since we do not believe thaesmrt of universal clitic ordering exists. We would expeciuanber of other languages with
similar clitic phenomena to be dealt within the same analpsit we do not want to posit any strong universal orderingsttaimts for clitic sequences, at
least for the purposes of this paper. The interested read@mwever directed to Manzini and Savoia (2004) for an istérg discussion plus references on
the clitic ordering issue.

35Kiowa is verb final. With the obvious modifications the treagtm also applies to MG and Romance.
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contam part|C|pant features. However, this will exclude p055|b|I|ty of the Appl head to probe for part|C|pant teat in its
complement domain, thus the PCC: -« oo orrr

Both the analyses presented share the intuition that the iBC&used by feature checking failure. What is however
problematic is whether these features actually exist atlielf do, how does someone decide which features to attribute
which clitic. For example, Anagnostopoulou( 2003), (20883umes that third person dative clitics contrary to théxspn
accusative clitics do carry person features but this pefsature they carry is specified as minus (-). In the case od thi
person accusative clitics no such feature exists. The ipleuguestion to ask then, is what is the difference betwéserce
of a feature and its negative specification and why two diffiéispecifications with respect to person have to be made for
the two clitic forms. If these specifications are given ashsiacmaintain the proposed analysis, then the generalithef t
account is altogether collapsing. At the moment, we do ndtdimy other principled reason besides such a move. The same
reasoning applies to the assumption that dative cliticsdafective heads and as such they do not check number features
in virtue of these not being being accessible for checkinbis Tatter assumption is based on participial agreememt dat
where dative clitics do not trigger participial agreemeidwever, this last assumption has already been criticizeBidnet
(2007: footnote 14) for Catalan where only third person aative clitics and not first second person accusative slitigger
participial agreement, and thus such evidence cannot bsigec

Accordingly, in Adger and Harbour (2007) dative clitics aié assigned a participant feature. This is based on the
assumption that all indirect objects are animates. How&webelieve that this is a very strong claim to make at leastfé
even though there is definitely a preference for animateéctiobjects. However, constructions with an inanimatéréud
object are perfectly grammatical in MG. There is a tendencyahimate indirect objects but this fact remains a tenderaty
a categorical restricticf:

Tis aose mia klotsia  (tis kareklas).

hercl—gen gav%ast—&‘d—sg Aace kiCkacc thedat Chairdat
'He kicked the chair.’

(77)

36The same problem is reported for Catalan by Bonet (2007)sicudising the same analysis.
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Tis aose mia klotsia  (tis Marias).

hen:lfgen gav%astf&“dfsg Aace kiCkacc thaiat Marydat
'He kicked Mary.

(78)

Examples where the doubled inanimate NP is not present hotwsver present in the immediately preceding context are
also grammatical. This should not be the case according teeAdnd Harbour (2007) since inanimate objects do not bear
participant features:

(79) A: Pos egine etsi to vivio? B: Tu msa mia Kklotsia kata lathos.
how happened that the book altgee gave a kick by mistake
A:'Why is the book like that? B: | kicked it by mistake.’
(80)
A: Pos ton halases ton ipologisti sto grafio? B: Apla, tu ¢esteienan io.
how it; ... damaged the computer in-the office simply ¢dte, sent a virus

A:'How did you manage to destroy the computer in the office?jBst sent it a virus.’

We believe that even though a number of ditransitive constras involving inanimates are somewhat degraded condpare
to the ones involving animate NP’s, a generalization bagimianimates from ditransitive constructions is on the wrtvack.
What exactly is going on in these constructions is somettiiagwe do not know since the data are far from being clear cut.
For example, there are a number of constructions involviagimate indirect objects that are if not sharply ungrancaht
question mark grammatical. Substituting the dative withhepositiorse’'to’ plus an accusative NP, the sentence becomes
grammatical. The peculiar thing is that a dative clitic carused to refer back to the PP construction

(81) A: ??Aose mia efkeria tis /deltaimokratias. B: ©a  tis 00S0.
give a chance thg; democracy,; FUT het;_ga: give-l
A:’'Give democracy a chance. B: | will!
(82) A: ??20se mia efkeria sti dimokratia. B: ©a tis 00S0.
give a chance to-the. democracy,. FUT her;_g4q: give-l

A: Give democracy a chance B: | will.

Further research is needed in order to understand what ex#w correlation between animacy and double object con-
structions. It is clear to us however that a strong genextidin like the one given by Adger and Harbour (2007) cannot
be maintained. In that respect, at least for MG, the asswomhiat all indirect objects are interpreted as animatestrser
dubious.

7.2. Ormazabal and Romero - 2007

Ormazabal and Romero (2007) dissociate the PCC into twerdifit, according to them, phenomena. On the one hand,
there is a universal tendency of object agreement sertgitivianimacy while on the other hand there is a restriction on
agreement with multiple objects. Ormazabal and Romero{Rg6 through data from a number of languages arguing that
the PCC, should be split into the following two generaliaas :

(83) Object animacy realization Obiject relations, in contrast to subject and applied objetations, are sensitive to
animacy.

(84) Object agreement constraint
If the verbal complex encodes verbal agreement, no othemaemt can be licensed through verbal agreement.

37An anonymous reviewer mentions that (81) improves if theeomf the two objects is switched. We do not see any differénggammaticality but
certainly this is something that needs to be further checkée reviewer also notes that the example in question ishabtiad as it is. If this is so, then our
claim that the animacy restriction with indirect objectsiipreference and not a constraint is further vindified.
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In particular, the above two generalizations are arguecetadequate enough to capture the complexity that the PCC
exhibits. Ormazabal and Romero (2007) predict that incd&hguages where the PCC is active, it should be active only f
argumental clitics. In that respect, in a construction wehbe dative clitic is a non - argumental clitic, say an ethileive,
the PCC should be inactive. Indeed that is what we find in Sbafiowever, things are not the same in SMG and GSG since
the PCC remains active with ethical datives as well. The gtesbelow from SMG clearly exemplify the latter claim:

(85) Mu ton skotosan.
ME&—dat himclfacc killed
"They killed him (and I'm affected by it).

(86) *Mu se skotosan.
ME&—dat YOUci—ace killed
'They killed you (and I'm affected by it).

Speakers of GSG indicated the same for GSG. Ormazabal andr@sr(2007) generalizations are inadequate with respect t
SMG and GSG, since their prediction is that the PCC shoulth@atctive with ethical datives in those two dialects. Oneth
further issue we need to discuss with respect to OrmazaldaRamero (2007) is the account they give regarding the third
person Spanish clitio. Since their second generalization does not allow two @bfecagree with the verb, they argue for a
non - agreement, determiner - like analysislfoto explain the grammaticality of sentences involving twguament clitics,
where the accusative clitic Is.They use a number of examples to prove tbaloes not agree with the verb. They present
data from doubling, to prove thht is indeed a different kind of clitic compared to dative or¥2st person accusative clitics.
The latter can only double in particular environments, amémvthey do they must be interpreted as [+]specific. However,
extending Ormazabal and Romero’s (2007) explanation todvi& more things don’t seem to work. The reason is that the
equivalent MG clitic forlo, at least for SM&®, can double at least the same phrases that first and secsuh @acusative
clitics do. The first two sentences are ungrammatical in 8pabut however grammatical in SMG

(87) To idJame to spiti.
itei—ace Saw  the house
'We saw the house.’

(88) Tus idame merikus sto mayazi.
them;_,.. saw some in shop

'We saw some of them in the shop.

(89) Mas fantazomai merikus sti filaki.
US._q4cc iMagine some in prison
'l imagine some of us in prison.’

(90) Tha sas do merikus avrio.
FUT you._q.c See some tomorrow

"I will see some of you tomorrow.’

As for specificity, even though it has been argued that indleisds the case for MG doubling constructions, (latridou,
1995; Anagnostopoulou, 1997) there are plenty of sentengel/ing a bare quantifier plus doubling which do not exhibi
any specificity effect or optionally exhibit a specificityfeft*°:

(91) Polus ardropus den tus enviaferi.
many people NEG them,;_,. care

'Many people do not care’ (specific or non - specific).

38| do not have any data from GSG regarding this constructidre dlitic doubling data | have so far suggest that GSG shoetsypmuch the same be-
haviour with respect to clitic doubling. However, this nee¢d be further checked. CG on the other hand follows the satterp as SMG (Chatzikyriakidis,
In preparation).

39The same observations are noted in Kallulli (2000).
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(92) Mia kokini bluza ti felo afton ton kero.
one red blouse her,;_,.. want this the time

'I need a red blouze at this time of the year’ (specific or nopecsfic).

(93) Merika pota ta pino apopse.
some,. drinks,.. them;_ ... drink tonight
'l would have some drinks tonight’ (specific or non - specific)

(94) Mia bluza 6a tin agoraza.
one blouse FUT her,;_,.. bought

'l would buy a red blouse’ (non specific only).

(95) Opjodipote trayudi tu to sfiriksis, tha to peksi.
whichever song  himg_gaq: ite—ace Whistle, FUT ity_q.. play

'He will play any song you will whistle to him.’

The above examples from SMG suggest that n determiner lifdgsin of third person accusative clitics loses its emplric
support and cannot maintained at least for a number of MGdislincluding the dominant SMG variety. What we will
attempt to do next, is to present an account of PCC within tBdérBmework based on the same assumptions we have already
made in our analysis of clitics so far.

7.3. ADS analysis

We've already given the entries for dative and 3rd personsative clitics. Since we want to address the PCC, what is
left is to give the lexical entries for 1st/2nd person actiusalitics. Remember that when we were discussing thaesntr
for 3rd accusative clitics, two alternative entries weneegi(examples (56) and (57)) until one of them was rejecteeinwh
the entries for dative clitics were eventually given. Thataaeader will remember that the reason for excluding tisé dif
the two entries, i.e. the entry shown in (56), was that if@thusly predicted sentences like (7) repeated below 3s¢d&
ungrammatical:

(96) Tu to doka.
himhim—gen itcl—acc givePast—lst—sg
'l gave it to him.’

This is exactly what we need in order to capture the PCC. Wd aaeentry that will ban any combination of a 1st/2nd
accusative clitic with a dative. In that respect, the firdrgemwe've given for third person accusative clitics turng taube
relevant for the PCC. We will in that respect posit a lexiaahg for the 1st/2nd person accusative clitics in the sameslive
did for the first of the two entries we proposed for 3rd persmruaative clitics. The entry is shown below:

(97) Entry for the 1st person accusative clitie (imperatives included)

IF 7Ty (t)
THEN  IF [1+]732.Tn(z)

OR

% Mood(Tmp), [11[Lo]?Ty(x)

THEN makego(<|1>), makego(<]o>);
put(Fo(Vspeaker' ), Ty(e), 73zx.Fo(z));
gofirst(?Ty(t))

ELSE Abort

ELSE Abort
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Notice that both 1st/2nd accusative as well as dative slitivolve the same restriction in their entry. The two céitic
compete for the first fixed node in the tree. If there is suchdenoeither clitic can be parsed. With this assumption Hueh t
PCCandAcc-DAT ungrammaticality is captured. On the other hand, the Iégictry we eventually kept for the third person
accusative clitic does not have the "first fixed node” resbitbut instead posits a different restriction. Accorditoghis
restriction every functor node must bear a type requirepientno verb must have been parsed by the time the clitic some
into parse. In that respe@AT - Acc order with 3rd person accusative clitics is predicted to tsrgnatical. ACC-DAT
order is blocked due to the "first fixed node” requirement thettive clitics bear. Note that 1st/2nd person accusatities|
like dative clitics, carry an additional restriction to theeffirst fixed arguments in the tree in an imperative consomcthis
will capture the PCC effects with imperatives as well. Galizing we can say that the PCC is the result of competition
between 1st/2nd person accusative clitics and dativelitr the first fixed position. In case of proclisis, this riesion is
stated as the first fixed node in the tree. Since imperatigesampete for the first fixed node, the restriction is modified
from "first fixed node” in the tree to "first fixed argument” inghree in enclitic environments. It is obvious however, that
first restriction entails the second i.e. the second ré&tncan be seen as a more specified version of the first.

One might wonder how can such an account explain the natutteeafonstraint under consideration. An anonymous
reviewer asks for example what do dative and first and secersbp accusative clitics have in common and thus exhibit the
same triggering restrictions. The answer is that idenpieasing triggers can be used for a number of elements in Oi$itha
not necessarily have anything in common to each other. Faample both a verb and a clitic in GSG will involve the same
initial triggering restriction, namely that the pointerostd be at a type t requiring node in order for these to be parSm
the other hand, restrictions like the "first fixed node” rigsimn can be seen as parsing shortcuts that cover a wide raing
phenomena without actually referring to any of them. Suabsériction will capture the ordering facts with respectlitas
themselves, the proclitic nature of clitics in non impemtnvironments while it will predict preverbal objects abgects to
be possible assuming that the latter will be parsed as aitifieted nodes or LINKed structures. Under the assumption tha
the parser is the grammar, we actually expect these parisortests to exist. We furthermore expect some of thesemarsi
shortcuts to be the result of routinization processes maiimg parsing costs. In effect, a number of different pheane
related to clitic positioning boil down to one single parsirestriction, a parsing facilitator, facilitating the parg process
without actually referring to the phenomenai it is meant fatgee.

The above discussion naturally poses another very basgtiqgqneHow general the PCC is, and if a great deal of gengralit
is indeed involved, how does the proposed analysis accouiit®f In the literature two versions of the PCC are used. One
is the strong version, the version that GSG clitics exhibihere is however another version the weak version of the PCC
according to which, 1st/2nd person accusative clitics oaoombine with a 3rd person dative clitic but they can do shwai
1st/2nd person dative clitic. This is true for languages (@latalan even though disputed by some speakers (Bone*2007

Te m’ ha recomanat la  Mireia.
te,, me, has recommended the Mireia
a. 'Mireia has recommended me to you.’
b. 'Mireia has recommended you to me.’

(98)

There are furthermore languages like Romanian that obeg abthe two versions of the PCC (see (Savescu, 2007) for
the relevant data). These types of languages pose a sdni@as to analyses that predict PCC to be a universal constrai
What we rather find, is person restriction tendencies, fdandany clitic languages. We should also not forget thateher
are clitic languages that do not exhibit any person restristlike Polish (Franks and King, 2000; Haspemath, 26009ur
claim is that person case restrictions are also the resududihization. This means that some combinations of gitiecame
calcified, routinized clusters while others did not. Sineeider for routinization to occur, a relative high frequgo€ such
expressions must occur, we concur with Haspemath (2004 btteaof the reasons for such restrictions could be frequency

40Example from Bonet (2007).

41An anonymous reviewer asks whether Polish is a clitic lagguat all. It is true that polish clitics behave differentljthwespect to positioning to other
clitic languages like Romance or other West Slavic and Slewgeneral languages (see Franks and King, 2000). Howswehn, a fact does not mean that
Polish is not a clitic language. We should not forget thattéinm "clitic” is an umbrella term for elements that cannotchessified as either words or affixes.
In that respect, it is normal to expect the elements that la@eacterized as clitics to have different properties ifed#nt languages, leaning more or less
towards words or affixes in each case. The exact differenceslish clitics with other clitic systems is well beyond theope of this paper. The interested
reader is however directed to Franks and King (2000) foreveeit discussion.
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rated?. What other reasons may lie behind such restrictions is gungethat we do not know. We strongly believe however
that person is not the cause of such a phenomenon. The fasbtie clitic sequences are sharply ungrammatical while the
individual elements comprising this sequence are peyfegcmmatical on their own, suggests that a number of réising
should be employed in the grammar to capture the phenomebiffierent languages in that respect will require different
restrictions in order to capture the relevant facts or th€ PGenomena they might exhibit. There is a great deal of gdiber
associated with the actions the clitics induce in our anglcheck the THEN actions of accusative clitics for exarpple

the triggering point in each case might be totally differetMe believe that triggering points can become, as we've, said
parsing heuristics, pure facilitators of the parsing psscén that respect, conditions on tree unfolding or on aktriées are
perfectly legitimate. It is a good challenge to check whethe triggering restrictions extend to other languagesel§ and

if not, what amount of modification will they need to do so. Vemnot do that in this paper for obvious reasons of space. We
will leave this issue open as a subject of future research hSeever Chatzikyriakidis (2006, In preparation), Kempaod
Cann (2007), Bouzouita (2008a,b) for DS analyses in otmgyuages or different dialects of MG.

7.4. The case of first and second accusative plural clitics

In GSG, while 1st/2nd person singular clitics are distivedif case marked, i.e. two different forms correspondintipé&
dative and the accusative clitic exist, the plural formstafse clitics exhibit case syncretism. In that respect tiifergint
case markings correspond to one form. The table below sHmugtevant facts:

1st 2nd 3rd

Sg accusative me se ton/tin/to
Pl accusative | ma(s) | sa(s)| tusltis - tes/ ta

Sg genitive mu su tu/tis

Pl genitive | ma(s) | sa(s) tos

Syncretized forms of the GSG clitic system can be straigivfiodly accounted in DS, by giving a lexical entry within
the lines of the analysis of singular dative clitics. Thisremvill effectively be identical to the one we have alreadyem for
singular dative clitic$® :

(99) Lexical entry for the first person plural dative clitias(including imperatives)

IF Ty(t)
THEN IF [LT]?32.Tn(x)

OR

5 Mood(Tmp), [1] o] Ty ()

THEN makego(<|1><|1>), makego(<|o>);
put(Fo(Vspeaker'), Ty(e), 73zx.Fo(z));
gofirst(?Ty(t))

ELSE Abort

ELSE Abort

The syncretized forms in that respect can be very easilyuated in DS using the notion of structural underspecificatio
namely encoding a variant of *LOCAL ADJUNCTION into the aiis lexical entry as we did in the case of singular dative
clitics.

42This is however an assumption that must be further elatmrateowing that indeed in older stages of the language ttie etimbinations that are now
banned, had full pronoun counterparts with lower frequeaatgs compared to the full pronoun counterparts of legitnaditic clusters.

43There is something we should note however. The entry we hisea @or singular genitive clitics, i.e. an entry encodimgally restricted structural
underspecification, will predict that singular dativeichtwill be also able to get parsed as arguments of monotianserbs requiring an accusative. There
is nothing to stop such a thing within the analysis given. Bmdther hand we do believe that the analysis given is in gte track. The overgeneration
caused by our entry can be easily treated assuming that thewleimpose a some kind of a requirement for a case filteréddund on the relevant node.
This case filter will presumably be projected by the accusatiitic but not from the dative clitic. The details of suahanalysis are irrelevant to this paper.
The interested reader is referred to Chatzikyriakidis ¢(eppration) for further details on how this can be done.
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8. Conclusion

In this paper we've argued for a parsing based analysis f@ Gliics. It was shown that a grammar formalism which
assumes incrementality and underspecification to be a ptre@rammar formalism itself can help us account for vasiou
otherwise problematic phenomena regarding clitics. Thelgis - enclisis alteration was argued to be the resulimvaf t
distinct parsing triggers being present in the entries litics. These two parsing triggers were argued to have ddrivom
a more complex, highly disjunctive entry via a stepwise iromation process in the sense of Pickering and Garrod (2004
and Bouzouita (2008a). In general, we have given an anadysikitics based on the notion of fixed and unfixed nodes. In
that respect, we've argued that dative and 1st/2nd persmrsative clitics always compete for the first fixed node inttke.
This immediately gave us the desired results regarding @@.On the other hand, 3rd person clitics were argued not to
carry such a restriction and thus do not compete with gendiitics. Note however that this is asymmetrical, becawadivel
clitics do compete with them. ThubBAT - ACC andAcc- DAT orders are predicted to be grammatical and ungrammatical
respectively. Lastly, the syncretised forms for first ancosel person plural clitics are straightforwardly accomated in
DS by assuming that these clitics actually encode a weaksioveof the *LOCAL ADJUNCTION rule, i.e. they project
unfixed nodes.
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